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Abstract—Transmit optimization and resource allocation for
wireless cooperative networks with channel state information
(CSI) uncertainty are important but challenging problems
in terms of both the uncertainty modeling and performance
optimization. In this paper, we establish a generic stochastic coor-
dinated beamforming (SCB) framework that provides flexibility in
the channel uncertainty modeling, while guaranteeing optimality
in the transmission strategies. We adopt a general stochastic model
for the CSI uncertainty, which is applicable for various practical
scenarios. The SCB problem turns out to be a joint chance con-
strained program (JCCP) and is known to be highly intractable.
In contrast to all of the previous algorithms for JCCP that can
only find feasible but sub-optimal solutions, we propose a novel
stochastic DC (difference-of-convex) programming algorithm
with optimality guarantee, which can serve as the benchmark
for evaluating heuristic and sub-optimal algorithms. The key
observation is that the highly intractable probability constraint
can be equivalently reformulated as a dc constraint. This further
enables efficient algorithms to achieve optimality. Simulation
results will illustrate the convergence, conservativeness, stability
and performance gains of the proposed algorithm.

Index Terms—Coordinated beamforming, joint chance con-
strained programming, Monte Carlo simulation, performance
benchmarking, stochastic DC programming, wireless cooperative
networks.

I. INTRODUCTION

ETWORK cooperation is a promising way to improve

both the energy efficiency and spectral efficiency of
wireless networks by sharing control information and/or user
data [1]. Among all the cooperation strategies, jointly pro-
cessing the user data can achieve the best performance by
exploiting the benefits of a large-scale virtual MIMO system
[2], [3]. This inspires a recent proposal of a new network ar-
chitecture, i.e., Cloud radio access network (Cloud-RAN) [4],
[5], which will enable fully cooperative transmission/reception
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by moving all the baseband signal processing to a datacenter
Cloud. In order to fully exploit the benefits of cooperative
networks and develop efficient transmission strategies (i.e.,
coordinated beamforming), channel state information (CSI)
is often required. However, in practical scenarios, inevitably
there will be uncertainty in the obtained channel coefficients,
which may originate from a variety of sources. For instance, in
frequency-division duplex (FDD) systems, the CSI uncertainty
may originate from downlink training based channel estimation
[6] and uplink limited feedback [7]. It could also be due to
the hardware deficiencies, delays in CSI acquisition [8], [9],
and partial CSI acquisition [10], [11]. With full and perfect
CSI, efficient performance optimization can often be achieved
through convex formulations, e.g., coordinated beamforming
via second-order cone programming [5], [12]. However, the
channel knowledge uncertainty due to the partial and imper-
fect CSI brings technical challenges in system performance
optimization.

To address such challenges brought by the channel knowl-
edge uncertainty, one may either adopt a robust optimization
formulation [13] or stochastic optimization formulation [14].
Specifically, for the robust formulation, the channel knowledge
uncertainty model is deterministic and set-based [15]. Thus,
the corresponding transmission strategies aim at guaranteeing
the worst-case performance over the entire uncertainty set. The
primary advantage of robust formulation is the computational
tractability [16]. However, the worst-case formulation might
be over-conservative [16], as the probability of the worst case
could be very small [17]. Meanwhile, how to model the uncer-
tainty set is also challenging [18]. On the other hand, in the
stochastic optimization formulation, the channel knowledge is
modeled by a probabilistic description. Thus, the corresponding
transmission strategies seek to immunize a solution against the
stochastic uncertainty in a probabilistic sense [19]-[23]. The
freedom of the probabilistic robustness can provide improved
system performance [22] and provide a tradeoff between the
conservativeness and probability guarantee [16].

Motivated by the fact that most wireless systems can tol-
erate occasional outages in the quality-of-service (QoS) require-
ments [19]-[21], in this paper, we propose a stochastic coor-
dinated beamforming (SCB) framework to minimize the total
transmit power while guaranteeing the system probabilistic QoS
requirements. In this framework, we only assume that the dis-
tribution information of the channel uncertainty is available,
but without any further structural modeling assumptions (e.g.,
adopting the ellipsoidal error model for robust design [15] or as-
suming complex Gaussian random distribution for the channel
errors [21]-[23] for stochastic design). In spite of the distinct
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advantages, including the design flexibility and the insights ob-
tained by applying the SCB framework to handle the CSI un-
certainty, it falls into a joint chance constrained program (JCCP)
[14], which is known to be highly intractable [24]. All the avail-
able algorithms (e.g., the scenario approach [10], [20], [25] and
the Bernstein approximation method [19], [21], [23], [26]) can
only find feasible but suboptimal solutions without any opti-
mality guarantee.

In contrast, in this paper, we propose a novel stochastic DC
programming algorithm, which can find the globally optimal
solution if the original SCB problem is convex and find a lo-
cally optimal solution if the problem is non-convex. The main
idea of the algorithm is to reformulate the system probabilistic
QoS constraint as a DC constraint, producing an equivalent sto-
chastic DC program. Although the DC programming problem
is still non-convex, it has the algorithmic advantage and can be
efficiently solved by the successive convex approximation al-
gorithm [24], [27].

The main computational complexity of the proposed algo-
rithm comes from solving a large-sized sample problem with
the Monte Carlo approach at each iteration. This makes such
an approach inapplicable in large-size networks. However, the
proposed stochastic DC programming algorithm gives a first
attempt to solve a highly-intractable and highly-complicated
problem with optimality guarantee, while existing algorithms
fail to possess the optimality feature. Therefore, it can serve as
a performance benchmark for evaluating other suboptimal and
heuristic algorithms.

A. Related Works

The chance constrained programming has recently received
emerging interests in designing efficient resource allocation
strategies in communication networks by leveraging the dis-
tribution information of uncertain channel knowledge [10],
[11], [19]-[23]. However, due to the high intractability of the
underlying chance or probabilistic constraints (e.g., it is diffi-
cult to justify the convexity or provide analytical expressions),
even finding a feasible solution is challenging. Therefore, it
is common to approximate the probability constraint to yield
computationally tractable and deterministic formulations. One
way is to approximate the chance constraints using analytical
functions, which, however, often requires further assumptions
on the distribution of the uncertain channel knowledge (e.g.,
complex Gaussian distributions for Bernstein-type inequality
approximation [21], [23] or the affine constraint functions in
perturbations for Bernstein approximation [19], [22], [26]).
The other way is to use the Monte Carlo simulation approach to
approximate the chance constraints (e.g., the scenario approach
[10], [20], [25] and the conditional-value-at-risk (CVaR) [28]).
However, all the above approaches only seek conservative
approximations to the original problem. Thus, it is difficult to
prove the optimality and quantify the conservativeness of the
obtained solutions.

Hong et al. [24] recently made a breakthrough on providing
optimality of the highly intractable joint chance constrained pro-
gramming problems for the first time. However, the convexity of
the functions in the chance constraint is required. Our proposed
stochastic DC programming algorithm is inspired by the ideas

in [24]. Unfortunately, the functions in the chance constraint in
our problem are non-convex, and thus, we cannot directly apply
the algorithm in [24]. Instead, by exploiting the special structure
of the functions in the chance constraint, we equivalently refor-
mulate the chance constraint into a DC constraint. The resulting
DC program is further supported by efficient algorithms. Thus,
we extend the work [24] by removing the convexity assumption
on the functions in the chance constraint. Furthermore, to im-
prove the convergence rate, instead of fixing the approximation
parameter as in [24], a joint approximation method is proposed.

B. Contributions

In this paper, we provide a general framework to design op-
timal transmission strategies with CSI uncertainty for wireless
cooperative networks. The major contributions are summarized
as follows:

1) We establish a general SCB framework to cope with the
uncertainty in the available channel knowledge, which in-
tends to minimize the total transmit power with a system
probabilistic QoS guarantee. This framework only requires
the distribution information of the uncertain channel coef-
ficients. Thus, it enjoys the flexibility in modeling channel
knowledge uncertainty without any further structural as-
sumptions. The SCB problem is then formulated as a JCCP
problem.

2) We develop a novel stochastic DC programming algorithm
to solve the SCB problem, which will converge to the glob-
ally optimal solution if the SCB problem is convex or a
locally optimal solution if it is non-convex. The proposed
stochastic DC programming algorithm can be regarded as
the first attempt to guarantee the optimality for the solu-
tions of JCCP without the convexity assumption on func-
tions in the chance constraint [24], while the available al-
gorithms (i.e., the scenario approach and the Bernstein ap-
proximation method) for JCCP can only find a feasible so-
lution without any optimality guarantee.

3) The proposed SCB framework is simulated in Section I'V.
In particular, the convergence, conservativeness, stability
and performance gains of the proposed algorithm are illus-
trated.

C. Organization

The remainder of the paper is organized as follows. Section I1
presents the system model and problem formulation, followed
by the problem analysis. In Section III, the stochastic DC pro-
gramming algorithm is developed. Simulation results will be
presented in Section IV. Finally, conclusions and discussions
are presented in Section V. To keep the main text clean and
free of technical details, we divert most of the proofs to the
Appendix.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a fully cooperative network! with L radio ac-
cess units (RAUs), where the /-th RAU is equipped with N;
antennas, and there are K single-antenna mobile users (MUs).

IThe proposed framework can be easily extended to more general cooperation
scenarios as shown in [15].
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The centralized signal processing is performed at a central pro-
cessor, e.g., at the baseband unit (BBU) pool in Cloud-RAN [5].
The propagation channel from the /-th RAU to the k-th MU is
denotedashy; € CV',1 < k < K,1 <1 < L. We focus on the
downlink transmission, for which the joint signal processing is
more challenging. The received signal y;. € C at MU £ is given
by

L L
Y = Zhltllvlksk + Z Zh?lvlisi +ng, Vk, (1)
=1 itk 1=1

where sj. is the encoded information symbol for MU & with
E[|sk|?] = 1, vix € C™M is the transmit beamforming vector
from the [-th RAU to the k-th MU, and ny, ~ CN(0,07) is
the additive Gaussian noise at MU k. We assume that s;.’s and
ny.’s are mutually independent and all the users apply single user
detection. The corresponding signal-to-interference-plus-noise
ratio (SINR) for MU % is given by

htve|”
Fk(vahk) = | kH k|2 0’ Vk’r (2)
Zi;ﬁk |hkvi| +o;
where by 2 [bZ, hZ,. ... b7, ]" = [hen]i<ncn € CV with
N = ZIL:1 N, vy 2 [V{k:ﬂvgkﬁ""v%k]T € CVandv =

[vk],{;l € CYX_ The beamforming vectors v;;’s are designed
to minimize the total transmit power while satisfying the QoS
requirements for all the MUs. The beamformer design problem

can be formulated as

L K
Han . minimize Z Z ||v,k||2
vey

=1 k=1
subject to Tp(v,hg) > vi, VE, 3)

where vy, is the target SINR for MU £, and the convex set V
is the feasible set of vy ’s that satisfy the per-RAU power con-
straints:

K
Vé {Vlk ECNZ :Z||Vlk||2§PlaVZak}7 (4)

k=1

with P, as the maximum transmit power of the RAU /.

The problem . 7%, can be reformulated as a second-order
conic programming (SOCP) problem, which is convex and
can be solved efficiently (e.g., via the interior-point method).
Please refer to [5] for details. Such coordinated beamforming
can significantly improve the network energy efficiency. How-
ever, solving problem .7fy; requires full and perfect CSI
available at the central processor. In practice, inevitably there
will be uncertainty in the available channel knowledge. Such
uncertainty may originate from various sources, e.g., training
based channel estimation [6], limited feedback [7], delays [8],
[9], hardware deficiencies [15] and partial CSI acquisition
[10], [I1]. In the next subsection, we will provide a generic
stochastic model for the CSI uncertainty.

A. Stochastic Modeling of CSI Uncertainty

In this paper, we only assume that the distribution information
of the channel knowledge h = [hy], ., . ;o € C¥¥ isavailable.
That is, h is a random vector drawn from the support set = €

CVE with the distribution as P. This helps avoid any structural
assumptions on the deterministic channel uncertainty models
and the assumptions on the distribution types of the stochastic
channel uncertainty models. In the following, we will provide
three examples to justify such a stochastic model.

1) Example One (Additive Error Model): The following ad-
ditive error model is commonly used to model the uncertainty
of CSI acquisition

h, =hy, + e, Vk, (5)

where hy’s are the estimated imperfect channel coefficients
and e;’s are the estimation error vectors. To facilitate the
Bernstein-type inequality approximation for the chance con-
strained programming, one may assumes that the error vectors
follow the complex Gaussian distribution [21]-[23], i.e.,
er € CN(0,0y),Vk, where ®, € HY with ©, = 0, is the
covariance matrix of the error vector e;. Based on this model,
we can reconstruct the distribution of the channels as

hy ~ CN (I, ©), VE. (6)

2) Example Two (Gauss-Markov Uncertainty Model): The
imperfect CSI can also be modeled as the following Gauss-
Markov model [29]:

1
hy =R}, (V1 — ki€ + Triewr). Yk, L, (7

Cpt

where Ry; € HY M with Ry = 0 is the channel corre-
lation matrix between MU k and RAU /, ¢;; € CN(0,1y,)
is the imperfect estimate of the true channel vector c;; and
er; € CN(0,Iy,) is the i.i.d. Gaussian noise term and 73; with
0 < 1y < 1 quantifies the estimation quality. Based on this
model, we can reconstruct the distribution of the channels as
follows

L ~
hy € CN(RZ, (VT — men), Rury), Yk, L. (®)

3) Example Three (Partial and Imperfect CSI Model): In
practice, the partial CSI knowledge acquisition [11] (e.g., com-
pressive CSI acquisition [10]) is a practical way to reduce the
CSI signaling overhead by only estimating a subset of channel
links. This approach is based on the fact that the channel links
between the MU and some RAUs far away have negligible
channel gains [10], [11], and thus the state information of
these links contributes little to the performance. In the partial
CSI acquisition methods, statistical channel state information
is often assumed for each link. Therefore, we have mixed
CSI including a subset of imperfect instantaneous CSI and
statistical CSI for the other channel coefficients. Combining
the above Gauss-Markov uncertainty model (7), we can re-
construct the channel distribution for the partial and imperfect
channel knowledge as follows: for the unestimated channel
links, we have 13,; = 1, and thus the statistical knowledge is
given as hy; = CN(0,Ry;); for the estimated channel links
with 0 < 7; < 1, the distribution of the uncertain channel
links is given by hy; € C./\/(Rllc{Q(\/l — Trick1), R). In
particular, 7; = 0 indicates that the corresponding channel
coefficients are perfect.
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B. Stochastic Coordinated Beamforming With Probability
QoS Guarantee

The uncertainty in the available CSI brings a new technical
challenge for the system design. To guarantee performance, we
impose a probabilistic QoS constraint, specified as follows

Pr{T(v.hy) > v, Vk} > 1 —¢, 9

where the distribution information of hy,’s is known, 0 < e < 1
indicates that the system should guarantee the QoS requirements
for all the MUs simultaneously with probability of at least 1 —e.
The probability is calculated over all the random vectors hy’s.
The SCB is thus formulated to minimize the total transmit power
while satisfying the system probabilistic QoS constraint (9):

L K
o 2
+7sop : minimize ZZ”VM”

=1 k=1
subject to Pr{Ty(v.hy) > v, Vk} > 1—¢, (10)

which is a joint chance constrained program (JCCP) [14], [24]
and is known to be intractable in general.

1) Problem Analysis: There are two major challenges in
solving . 7gcp. Firstly, the chance (or probabilistic) constraint
(9) has no closed-form expression in general and thus is difficult
to evaluate. Secondly, the convexity of the feasible set formed
by the probabilistic constraint is difficult to verify. The general
idea to handle such a constraint is to seek a safe and tractable
approximation. “Safe” means that the feasible set formed by the
approximated constraint is a subset of the original feasible set,
while “tractable” means that the optimization problem over the
approximated feasible set should be computationally efficient
(e.g., relaxed to a convex program).

A natural way to form a computationally tractable approxi-
mation is the scenario approach [25]. Specifically, the chance
constraint (9) will be approximated by the following K .J sam-
pling constraints:

T (v,hﬂk) >, 1< j<.J, VY, (11)
where hj, € CcV is the j-th realization of the random vector
h, € CV.Leth/ = [h}], << 5 then h'.h% ... h” are J in-
dependent realizations of the random vector h € CN¥. The
SCB problem .75¢p thus can be approximated by a convex
program based on the constraints (11). This approach can find
a feasible solution with a high probability, for which more de-
tails can be found in [10]. An alternative way is to derive an
analytical upper bound for the chance constraint based on the
Bernstein-type inequality [21], [23], [26], resulting in a deter-
ministic convex optimization problem. The Bernstein approxi-
mation based approach thus can find a feasible but suboptimal
solution.

Although the above methods have the advantage of computa-
tional efficiency due to the convex approximation, the common
drawback of all these algorithms is the conservativeness due
to the “safe” approximation. Furthermore, it is also difficult to
quantify the qualities of the solutions generated by the algo-
rithms. This motivates us to seek a novel approach to find a
more reliable solution to the problem . 75¢p. In this paper, we

will propose a stochastic DC programming algorithm to find the
globally optimal solution to . 7g¢p if the problem is convex and
a locally optimal solution if it is non-convex, which can be re-
garded as the first attempt to guarantee the optimality for the
solutions of the JCCP (10).

III. STOCHASTIC DC PROGRAMMING ALGORITHM

In this section, we propose a stochastic DC programming al-
gorithm to solve the problem . 7scp. We will first propose a DC
programming reformulation for the problem . 7scp, which will
then be solved by stochastic successive convex optimization.

A. DC Programming Reformulation for the SCB Problem

The main challenge of the SCB problem .7gep is the
intractable chance constraint. In order to overcome the diffi-
culty, we will propose a DC programming reformulation that
is different from all the previous conservative approximation
methods. We first propose a DC approximation to the chance
constraint (9). Specifically, the QoS constraints T’z (v, hg) > v
can be rewritten as the following DC constraints [30]

di (v, he) S crn (Vo he) — crp(vi, ) <0, VR, (12)

A A
where v, = [vi]lixx, and both cpi(v_p hy) =
A
Dotk vilhihi'v; + of and ¢ 2(vi, hy) = %Vﬂhkhﬂvk
are convex quadratic functions in v. Therefore, dj(v,hy)’s
are DC functions in v. Then, the chance constraint (9) can be
rewritten as f(v) < e, with f(v) given by

f(v) =1—=Pr{Tw(v,hy) > w, vk}

=Pr {( max dk(v,hk)> > ()}
1<h<K

—E [1<u,+oo> (lg%{ dk(v.,hk)ﬂ NG

where 14(z) is an indicator of set .A. That is, 14(2) = 1 if
z € Aand 1 4(z) = 0, otherwise. The indicator function makes
f(v) non-convex in general.

The conventional approach to deal with the non-convex
indicator function is to approximate it by a convex function,
yielding a conservative convex approximation. For example,
using ¢xp(z) > 1(0,400)(%) Will yield the Bernstein approx-
imation [26]. Applying [v + z|t/v > 1 e0)(2), v > 0
will obtain a conditional-value-at-risk (CVaR) type approxi-
mation [26]. Although these approximations might enjoy the
advantage of being convex, all of them are conservative and
will lose optimality for the solution of the original problem.
More specifically, only the feasibility of the solutions can be
guaranteed with these approximations.

To find a better approximation to f(v) in (13), in this paper,
we propose to use the following non-convex function [24, Fig.
2] to approximate the indicator function 1o _y..)(2) in (13):

P(z,v) = % [(v+2)T—2T], v>0, (14)
which is a DC function [30] in z. Although the DC function
is not convex, it does have many advantages. In particular,



964 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 63, NO. 4, FEBRUARY 15, 2015

Hong et al. [24] proposed to use this DC function to approx-
imate the chance constraint assuming that the functions in
the chance constraint are convex, resulting in a DC program
reformulation. However, we cannot directly extend their results
for our problem, since the functions d(v,h)’s in (12) are
non-convex. Fortunately, we can still adopt the DC function
(2, ) in (14) to approximate the chance constraint based on
the following lemma.

Lemma 1 (DC Approximation for the Chance Constraint):
The non-convex function f(v) in (13) has the following con-
servative DC approximation for any v > 0,

fv,v) =E [q/; (

= ’% [u(v,v) —u(v,0)],

max dr (v, hy), u) }

1<k<K

v>0, (15)

where

max

ulv.v)=E [
1<k<K+1

sp(v, h, 1/)} , (16)

is a convex function and the convex quadratic functions
sr(v,h,v)’s are given by

sp(v,h,v) = v4cr1(Vog, hk)+z cio(vi, hy), Yk, (17)
i#£k

and sg+1(v,h,v) 2 Zf;l ¢i2(vi. h;) is a convex quadratic
function too.
Proof: Please refer to Appendix A for details. ]
Based on the DC approximation function f(v, v/}, we propose
to solve the following problem to approximate the original SCB
problem . 75cp:

L K

. TR, 2
7DC 11111315}12@ Z Z ”VlkH

=1 k=1

subject to Ii/r;f(') f(v, v) <e (18)
where inf, - f (v, v) is the most accurate approximation func-
tion to f(v). Program . 7p¢ is a DC program with the convex
set V, the convex objective function, and the DC constraint
function [30]. One major advantage of the DC approximation
ZDpe is the equivalence to the original problem .~7gcp. That
is, the DC approximation will not lose any optimality of the so-
lution of the SCB problem .7g¢p, as stated in the following
theorem.

Theorem 1 (DC Programming Reformulation): The DC pro-
gramming problem . 7p¢ in (18) is equivalent to the original
SCB problem . 7g¢p.

Proof: Please refer to Appendix B for details. ]

Based on this theorem, in the sequel, we focus on how to solve
the problem . 7p.

B. Optimality of Joint Optimization over v and k

As the constraint in . 7 itself is an optimization problem,
it is difficult to be solved directly. To circumvent this difficulty,
by observing that f(v,v) is nondecreasing in v for v > 0, as

indicated in (50), one way is to solve the following r-approxi-
mation problem [24]

L K
minimizc Z Z ||vlk||2
vey
=1 k=1
subject to u(v, k) — w(v,0) < ke,

(19)

for any fixed small enough parameter « > 0 to approximate the
original problem . 7pc. However, an extremely small £ might
cause numerical stability issues and might require more time to
solve the subproblems that will be developed later [24].

We notice that, by regarding « as an optimization variable,
problem (19) is still a DC program, as the function p(v, %) is
jointly convex in (v, k). Therefore, we propose to solve the fol-
lowing joint approximation optimization problem by treating «
as an optimization variable

_ L K
IDe @ minimize Z Z HVlk||2
veEY k>0
1=1 k=1

subject to [u(v, k) — kel — u(v,0) < 0. (20)

The following proposition implies that the joint approximation
problem . 7 can enhance the performance of problem (19).
Proposition 1 (Effectiveness of Joint Approximation): De-
note the optimal value of the problem (19) with a fixed » = &
and that of the problem . 7pc as V*(&) and V*, respectively,
then we have V* < V*(&). N
Proof: Define the feasible region of problem . 7p¢ as

D2 {veV, k> 0:[u(v,k) — kel —u{v,0) <0}. (21)
The projection of D on the set V is given by

D={veD:3>0st(v,r) € D}. (22)

Therefore, by fixing x = &, any feasible solution in problem

(19) belongs to the set D. Hence, the feasible set of the optimiza-

tion problem (19) is a subset of D. As a result, solving . 7p¢: can

achieve a smaller minimum value with a larger feasible region.

|

Define the deviation of a given set.4; from another set .45 as
[14]

D(AL Ay) = sup [ inf [y — ) .
(Arode) = sup (int, flor = ).

x1 €A

(23)

then we have the following theorem indicating the optimality of
the joint approximation program . 7pc.

Theorem 2 (Optimality of Joint Approximation): Denote the
set of the optimal solutions and optimal values of problems

7D, -7scp and the problem (19) with a fixed k = & as

(P*,V*), (P*,V*) and (P*(&), V*(%)), respectively, then

%{%(V(R)_V):%{I%)(L (R)— V=0 (24)
and

. * (AN PRy s * (2 *) —

Jim D (7> (7), P ) =l D(PH(R).P) =0.  (@25)

Proof: Based on Proposition 1, the proof follows [24, The-
orem 2]. ]
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__ Based on Theorem 2, we can thus focus on solving program

. 7Dpc. Although . 7p¢ is still a non-convex DC program, it has
an algorithmic advantage, as will be presented in the next sub-
section.

C. Successive Convex Approximation Algorithm

In this subsection, we will present a successive convex
approximation algorithm [24], [27] to solve the non-convex
joint approximation program - 7p¢. We will prove in Theorem
3 that this algorithm still preserves the optimality properties,
i.e., achieving the Karush-Kuhn-Tucker (KKT) pair of the
non-convex program - 7pc. The main idea is to upper bound
the non-convex DC constraint function in . 7p¢ by a convex
function at each iteration. Specifically, at the j-th iteration,
given the vector (vl xl1) € D, for the convex function
u(v,0), we have

u(v,0) > u(vm,O)—|—2<Vv»u(vm,0) ,va[ﬂ> . (26)
where (a,b) 2 R(a"'b) for any a,b € C and the gradient of
function u{v, 0) is given as follows.

Lemma 2: The complex gradient of u(v,0) with respect to
v* (the complex conjugate of v) is given by

Ve u(v,0) = E [Vyesp (v, h,0)], 27
where £* = arg  max $g(v,h,0), and Vy-s.(v,h,0) =
1<k<K+1

[Vk:i]lgiglx’(l <k< K) with Vi € cy given by

H 1t1.1.H X o . -
v = { (behff + Lhib¥) v, ifi £ k1 <k <K,

0, otherwise,

and Vv* SK+1(V, h, /‘i) = [VK+137:]1§7:SK with VKi1: =
£ h;hi'v;,Vi. Furthermore, the gradient of u(v,0) with re-
sf)ect to # is zero, as k = 0 is a constant in the function u(v, 0).
Proof: Please refer to Appendix C for details. [ |
Therefore, at the j-th iteration, the non-convex DC constraint
function [u(v, k) — ke] —u(v,0) in . ¢ can be upper bounded
by the convex function I(v, s; v, k/l) — ke with

,(V s ﬁm)

—u(v, ) —u(vUl,0)— <Vv*u<vm,0),va[j]>. (28)

Based on the convex approximation (28) to the DC constraint
in . 7pg, we will then solve the following stochastic convex
programming problem at the j-th iteration:

j‘Dc (V[j]a Hm) Z Z [[vil®

subject to [ (V, n;v[ ],h”,m) — ke < 0.
(29)

: HllanllZe
vEV, K

The proposed stochastic DC programming algorithm to the
SCB problem . 75¢p is thus presented in Algorithm 1.

Algorithm 1: Stochastic DC Programming Algorithm

Step 0: Find the initial solution (v[’], 5['l) € D and set the
iteration counter j = 0;

Step 1: If (v, k1) satisfies the termination criterion, go to
End;

Step 2: Solve problem ,;’Dc(vm . V1) and obtain the optimal

solution (vl+1 gli+1y;
Step 3: Set 7 = 7 + 1 and go to Step 1;
End.

Based on Theorem 2 on the optimality of the joint approxima-
tion, the convergence of the stochastic DC programming algo-
rithm is presented in the following theorem, which reveals the
main advantage compared with all the previous algorithms for
the JCCP problem, i.e., it guarantees optimality.

Theorem 3 (Convergence of Stochastic DC Programming):
Denote {vU!, 1} as the sequence generated by the stochastic
DC programming algorithm. Suppose that the limit of the se-
quence exists, i.e., lim;_, 4 (vbl kbly = (v* k%), which sat-
isfies the Slater’s condition?, then v* is the globally optimal so-
lution of the SCB problem . 74¢p if it is convex. Otherwise, v*
is a locally optimal solution. Furthermore, x converges to zero
for most scenarios, except that

. . * K —
Pr {1I§I}JJL§XK dr(v*,h) € (=& ,O]} 0, (30)
if K # 0.
Proof: Please refer to Appendix D for details. ]

Based on Theorem 3, in the sequel, we focus on how to effi-
ciently implement the stochastic DC programming algorithm.

D. Sample Average Approximation Method for the Stochastic
DC Programming Algorithm

In order to implement the stochastic DC programming algo-
rithm, we need to address the problem on how to solve the sto-
chastic convex program . 7 (v, kl71) (29) efficiently at each
iteration.

We propose to use the sample average approximation (SAA)
based algorithm [14] to solve the stochastic convex problem
7pe(vUL £U1) at the j-th iteration. Specifically, the SAA es-
timate of (v, x) is given by

M

1 m
a(v,k) = M 1<k<K+1 se(v,h™ k), 31)
where h', h2,... h™ are M independent realizations of the

random vector h € CN%_ Similarly, the SAA estimate of the
gradient V- u(v,0) is given by

M

Z Vv Gk*

ml

Ve-u(v,0) v, h™, 0), (32)

2Slater’s condition is a commonly used constraint qualification to ensure the
existence of KKT pairs in convex optimization [31].
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where k¥, = arg max s,(v,h™ 0). Therefore, the SAA
1<k<K+1

estimate of the convex function I(v, x; v/l sl1) (28) is given
by

Z(v, . Hm)
=a(v, f;)—a(vm,0)—2<?V~«u(vm,0) ,v—vm>, (33)

which is jointly convex in v and «. We will thus solve the fol-
lowing SAA based convex optimization problem

L K
> lvull?
I=1 k=1

subject to Z(v, K v[j], Iim) —re<0,
(34)

minimize
veV, k>0

D (vm Rl M) :

to approximate the stochastic convex optimization problem
b (v k1), which can be reformulated as the following
convex quadratically constraint quadratic program (QCQP)
[31]:

. L K
] . . . 2
. | . IInNimize E E Vik
QeeP veV.x>0,x H ||
=1 k=1
M

1 .
subject to 17 Z Lo, — U <V[]], O)

m=1
-2 <?v*u (Vm,()) ,V — vm> < ke
s (v, h™ k) < @y 4, > 0, Yk, m,
(3%5)

which can then be solved efficiently using the interior-point
method [31], where X = [2,,]1<m<n € RM is the collection
of the slack variables.

The following theorem indicates that the SAA based pro-
gram VN///Dc(Vm,H[j];M ) for the stochastic convex optimiza-
tion . 7pe (v, kl71) will not lose any optimality in the asymp-
totic regime.

Theorem 4: Denote the set of the optimal solutions
and optimal values of problems . 7pc(vi, kbl) and
7pe(VUL kUL MY as (Pr(vUL VD), VE(vUL kD) and
(P, (vl gDy, Vi (vl kL)), respectively, then we have

D (’pi{ <V[j1’ H[j]) . P* (V[ﬂ?,i[j])) -0, (36)

and

Vi (V[j]7 Km) LV (Vm, h;m) , (37)
with probability one, as the sample size increases, i.e., as M —
+00.
Proof: Please refer to Appendix E for details. [ |
Based on Theorems 1-4, we conclude that the proposed sto-
chastic DC programming algorithm converges to the globally
optimal solution of the SCB problem if it is convex and to a
locally optimal solution if the problem is non-convex, in the
asymptotic regime, i.e., M — +oc.
Remark 1: Although the scenario approach based on con-
straints (11) is also a Monte Carlo algorithm, its performance

can not be improved by generating more samples of the channel
vector h [24], which is in contrast to our proposed stochastic
DC programming algorithm. The reason is that increasing the
sample size will make the resultant optimization problem more
conservative, as more constraints need to be satisfied. This
might result in worse solutions, i.e., beamformers with a higher
transmit power.

E. Complexity Analysis and Discussions

To implement the stochastic DC programming algorithm, at
each iteration, we need to solve the convex QCQP program
8 op with m = (L + KM + 1) (M is the number of
independent realizations of the random vector h) constraints
andn = (NK 4+ M + 1) optimization variables. The convex
QCQP problem can be solved with a worst-case complexity of
O((mmn® 4+ n3)m/? log(1/¢)) given a solution accuracy £ > 0
using the interior-point method [32]. As the Monte Carlo sample
size M could be very large in order to reduce the approximation
bias [24], the computational complexity of the stochastic DC
programming algorithm could be higher than other determin-
istic approximation methods, e.g., the Bernstein approximation
method.

In order to further improve the computational efficiency of
the stochastic DC programming algorithm, other approaches
can be explored (e.g., the {alternating direction method of mul-
tipliers (ADMM) method [33]) to solve the large-scale conic
program '///Q7CQP in (35) at each iteration. This is an on-going
research topic, and we will leave it as our future work.

Furthermore, as the stochastic DC programming algorithm
only requires distribution information of the random vector h to
generate the Monte Carlo samples, this approach can be widely
applied for any channel uncertainty model. As the proposed sto-
chastic DC programming algorithm provides optimality guar-
antee, it can serve as the performance benchmark in various
beamforming design problems with CSI uncertainty and prob-
abilistic QoS guarantees, and thus it will find wide applications
in future wireless networks.

IV. SIMULATION RESULTS

In this section, we simulate the proposed stochastic DC al-
gorithm for coordinated beamforming design. We consider the
following channel model for the link between the -th user and
the [-th RAU [12], [29]:

hyy = 107 X020 fonsn (\/ 1— e+ Tklekl>

Dy

=/1 =72 D€ + T Ders. Yk, 1,

where L(d;;) is the path-loss at distance dj;, as given in
[5, Table I], sg; is the shadowing coefficient, ¢y; is the an-
tenna gain, ¢;,; € CAN(0,Iy,) is the estimated imperfect
small-scale fading coefficient and e;; is the CSI error. We
assume that the BBU pool can accurately track the large-scale
fading coefficients Dy;’s [11]. The error vector is modeled
as ey; € CN(0,Iy,). The parameters 74;’s depend on the
CSI acquisition schemes, e.g., channel estimation errors using
MMSE. We use the standard cellular network parameters as

(3%)
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shown in [5, Table I]. The maximum outage probability that the
system can tolerate is set as € = 0.1. The proposed stochastic
DC programming algorithm will stop if the difference between
the objective values of . 7pc (vl k1) (29) of two consecutive
iterations is less than 10~%.

The proposed stochastic DC programming algorithm is com-
pared to the following two algorithms:

* The scenario approach: The main idea of this algorithm
is to approximate the probabilistic QoS constraint by mul-
tiple “sampling” QoS constraints [20], [25]. This algorithm
can only find a feasible solution for problem . 7gcp with a
high probability. Please refer to [10] for more details.

+ The Bernstein approximation method: The main idea of
this algorithm is to use the Bernstein-type inequality to find
a closed-form approximation for the chance constraint (9)
[21], [23]. The original stochastic optimization problem
. 75¢p can be conservatively approximated by a determin-
istic optimization problem. Therefore, the computational
complexity of the deterministic approximation method is
normally much lower than the Monte Carlo approaches,
e.g., the scenario approach and the stochastic DC program-
ming algorithm. Nevertheless, the Bernstein approxima-
tion method can also only find a feasible but suboptimal so-
lution, and the conservativeness of this method is difficult
to quantify. Moreover, to derive closed-form expressions,
the Bernstein approximation method restricts the distribu-
tion of the random vector h to be complex Gaussian dis-
tribution. Therefore, this method is not robust against the
distribution of the random vector h.

Due to the computational complexity of solving large-size
sample problems for both the stochastic DC programming al-
gorithm and the scenario approach, we only consider a simple
and particular network realization to demonstrate the perfor-
mance benchmarking capability of the proposed stochastic DC
programming algorithm. Specifically, consider a network with
L = 5 single-antenna RAUs and K = 3 single-antenna MUs
uniformly and independently distributed in the square region
[—400, 400] x [—400, 400] meters. In this scenario, we consider
a mixed CSI uncertainty model [10], [11], i.e., partial and im-
perfect CSI. Specifically, for MU %, we set 74, = 0.01,Vn €
2, (i.e., the obtained channel coefficients are imperfect) and
Ten = 1,V # ), where . includes the indices of the 2 largest
entries of the vector consisting of all the large-scale fading coef-
ficients for MU £. That is, only 40% of the channel coefficients
are obtained in this scenario. The QoS requirements are set as
% = 3 dB,Vk. The sample size for the scenario approach is
308 [25], which yields a solution that satisfies the probability
constraint (10) (i.e., a feasible solution to problem . 75¢p) with

11.8
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— B —The Scenario Approach
1108 For ettt @
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Fig. 1. Optimal value versus different Monte Carlo replications.

probability at least 99%. The sample size for the stochastic DC
programming algorithm is set to be 1000. The simulated channel
data is given in (39), shown at the bottom of the page, where
H = [Dyi€r] and D = [Dyy]. In the following, we will il-
lustrate the convergence, conservativeness, stability and perfor-
mance gains of the stochastic DC programming algorithm (See
equation at bottom of page).

A. Stability of the Algorithms

As both the stochastic DC programming and scenario ap-
proach use Monte Carlo samples to obtain the solutions, the
corresponding solutions should depend on the particular sam-
ples. Therefore, it is essential to investigate the stability of so-
lutions obtained by the stochastic algorithms. We thus run the
algorithms 50 replications with different Monte Carlo samples
for each replication to illustrate the stability of the algorithms.

From Fig. 1 and Fig. 2, we can see that the solutions and the
estimated probability constraints obtained from the stochastic
DC programming algorithm are very stable, as they converge to
a similar solution. In particular, the average total transmit power
is 10.5228 dBm, with the lowest being 10.4614 dBm and the
highest being 10.5804 dBm. The corresponding average proba-
bility constraint is 0.9010, with the range of 0.8933 to 0.9067.

However, the solutions and the estimated probability con-
straints obtained from the scenario approach drastically differ
from replication to replication due to the randomness in the
Monte Carlo samples. In particular, the average total transmit
power is 11.1004 dBm, with the lowest being 10.6260 dBm
and the highest being 11.5826 dBm. The corresponding average

—2.2377 + 0.96431
—0.5723 — 0.1608:
28.8976 — 13.2169¢
—1.6776 + 1.26001
3.4623 — 2.0804¢

—1.0311 + 2.0312:
8.4672 + 19.4963¢
4.3453 — 10.1453:
—2.6659 — 2.0050¢
4.1266 + 1.8647:

3.6613 + 11.3275¢
—0.0046 — 1.38214
1.6451 — 4.8108¢
42.9821 — 5.6807:
—2.3121 + 1.34154

2.7963  4.4546  26.8928
2.4794  9.5564  1.9145
, D=]29.9654 24.3376 13.8270 39)
2.1076  4.0912  38.7970
2.8683  3.9187  3.5856
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Fig. 2. Probability constraint versus different Monte Carlo replications.

probability constraint is 0.9731, and is in the range between
0.9522 and 0.9891.

We can see that the stochastic DC programming algorithm
can achieve a lower transmit power than the scenario approach
on average. The scenario approach yields a much more con-
servative approximation for the probability constraint. Further-
more, the performance of the scenario approach cannot be im-
proved by increasing the sampling size as this will cause more
conservative solutions. This is in contrast to the proposed sto-
chastic DC programming algorithm, as Theorem 4 indicates that
more samples can improve the Monte Carlo approximation per-
formance and most Monte Carlo approach based stochastic al-
gorithms possess such a property.

Finally, the average value of the parameter # is 1.5 x 1073
and is in the rang between 7.8 x 10 ~* and 2.6 x 10 ~3 when the
stochastic DC programming algorithm terminates. This justifies
the conclusion that the parameter « will converge to zero as
presented in Theorem 3.

B. Convergence of the Stochastic DC Programming Algorithm

We report a typical performance on the convergence of the
stochastic DC programming algorithm, as shown in Fig. 3, with
the initial point being the solution from the Bernstein approxi-
mation method. This figure shows that the convergence rate of
the proposed stochastic DC programming is very fast for the
simulated scenario. We can see that the stochastic DC program-
ming algorithm can achieve a much lower transmit power than
the Bernstein approximation method. This figure also demon-
strates the effectiveness of jointly optimizing over the parameter
# and beamforming vector v, as this can significantly improve
the convergence rate. Furthermore, the parameter & is 1.3x 103
when the proposed stochastic DC programming algorithm ter-
minates under this scenario.

C. Conservativeness of the Algorithms

We also report the typical performances of all the algo-
rithms on the conservativeness of approximating probability
constraints in the SCB problem under the same scenario as
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Fig. 3. Convergence of the stochastic DC programming algorithm.
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Fig. 4. Probability constraint.

the above subsection. The estimated probability constraint in
Zgcp 1s shown in Fig. 4, which is 0.988 using the Bern-
stein approximation. On the other hand, for the stochastic
DC programming algorithm, we can see that the probability
constraint becomes tight when it terminates, and thus the Bern-
stein approximation is too conservative. This coincide with
the fact that the suboptimal algorithms only seek conservative
approximations to the chance constraint.

V. CONCLUSIONS AND FUTURE WORKS

This paper presented a generic stochastic coordinated beam-
forming framework for the optimal transmission strategy design
with a probabilistic model for the CSI uncertainty. This frame-
work frees us from the structural modeling assumptions and dis-
tribution types assumptions for the uncertain channel knowl-
edge, and thus it provides modeling flexibility. With the op-
timality guarantee, the proposed stochastic DC programming
algorithm can serve as the benchmark for evaluating subop-
timal and heuristic algorithms. The benchmarking capability
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was demonstrated numerically in terms of conservativeness, sta-
bility and optimal values by comparing with the Bernstein ap-
proximation method and scenario approach. Furthermore, the
proposed algorithm has a better convergence rate by jointly op-
timizing the approximation parameter . As the proposed sto-
chastic DC programming algorithm provides optimality guar-
antee, we believe this algorithm can be applied in various beam-
forming design problems with probabilistic QoS guarantees due
to the CSI uncertainty, and it will find wide applications in fu-
ture wireless networks.

Several future research directions are listed as follows:

* Although our framework only requires the distribution in-
formation of the uncertain channel knowledge, so as to
generate Monte Carlo samples for the stochastic DC pro-
gramming algorithm, it might be challenging to obtain the
exact information in some scenarios. Therefore, one may
either seek more sophisticated measuring methods to esti-
mate the distribution information or adopt the distribution-
ally robust optimization approaches to deal with the am-
biguous distributions, e.g., [34].

* The main drawback of the stochastic DC programming al-
gorithm is the highly computational complexity with the
sample problem .//’([Q‘”CQP at each iteration, one may ei-
ther resort to ADMM [33] based algorithms to solve the
large-sized sample problem in parallel or reduce the opti-
mization dimensions by fixing the directions of the beam-
formers and only optimizing the transmit power allocation
(e.g., in [22], the corresponding power allocation problem
is a linear program and can be solved with a much lower
computational complexity).

APPENDIX A
PROOF OF LEMMA 1

For simplicity, we denote ¢ 1(V) 2 ck1(v_g, hy),
c2(V) 2 ck2(vi, hy) and di(v) 2 dr(v,hg). For any
v € V,Vk,di(v) = cr1(v) — cr2(v) is a DC function on V,
as both ¢ 1(v) and ¢ 2(v) are convex functions of v. For any
v > 0, we first prove that the following function

¢< max di(v), />

1<k<K

N +
(V N IISI}:%XB’ dk.(V)> _ (11<I}3‘(L<XK dk(v)> ‘| ’ (40)

is also a DC function. The function dj.(v) can be rewritten as

1

K

di(v) = cxa(v +Z(’Lz Zci,Z(V)~ (41)
i#£k i=1
Therefore, the following function
ax_ dy
(2 )
K
= 11<I}:),<X Cr, 1 ; Ci 2 - Z; Cri,,Q(V)7 (42)
. g T 1=
C3(v,h)

Cy(v,h)

is a DC function, as both the functions C; (v, h) and C5(v, h)
are convex in v. Furthermore, for any 21,20 € R and 2z =
21 — %2, we have 2T = max{z1, 22} — za2. Therefore,

1
/ = = _
W (11<I}\a<xk d(v), /) y [m(v,v) —m(v,0)], (43)
is a DC function of v, as
m(v,v) = max {v + Cy(v,h),Cs(v, h)}, (44)

is a convex function of v. According to [30, Proposition 2.1],
f(v,‘ v) = E[¢y(maxy <p<i di(v, hy),v)] is a DC function on
V. Therefore, the proof is completed.
APPENDIX B
PROOF OF THEOREM 1

In order to prove Theorem 1, we need to prove the following
equality:

inf f(v, v)=

inf f(v)- (43)

First, we need to prove the monotonicity of the function
f(v,v) in the variable v. According to (43) and (44), the
function f(v, 1) can be rewritten as

f (v,v) =

E [x (v.C1(v,h),Ca(v,h))], (46)

where

a

(v, 21, 22) [max{v + 21, 22} — max{z1,z2}], (47)

Q| =

for any z1, z9 € R and v > 0. Therefore, we only need to prove
the monotonicity of the function (v, z1, 22) in the variable v.

Define z 2 z1 — 22, then we have
1
m(v, 21, 72) = (1 + ;Z) L—n,0(2) + Lio400)(2). (48)
For any v1 > v, > 0 and any 21, 20 € R, we have

7T(l/1721,22) - ’/T(VZ:ZDZZ)

=(1+ = 1 (z)+ LI 1 () >0
= v z (—v1,—]\% z " s (—v2,00\% :
(49)

Therefore, f(v, ) is nondecreasing in » for # > 0. Hence, we
have

1
f = lir = lim — — 0
inf f(v,0) = lim f(v.v) = lim > [u(v. ) = u(v,0)],
(50)
where v Y\, 0 indicates that 7 decreasingly goes to 0. Thus,
based on (50), in order to prove (45), we only need to prove

lim L [w(v,v) —u(v,0)] =

Jim, > f).

(5D
Furthermore, if the partial derivation of u(v, ) exists, we have

lim l[u(v,l/) —u(v,0)] = 8%71,(v,()).

2
N0 Vv (5 )
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Therefore, we need to prove that (.%u(v,y) exists and

Zu(v,0) = f(v).
According to (44), we have u(v,v) =
E[max{r + C1(v,h), Ca(v.h)}]. As

E[m(v.h,»)]=

max{v + 21, 22}) = L(_y 100)(2); (53)

2 ¢
for any z # —v, and Pr{max;<p<x di(v.h) = —v} = 0,
where max <x<x d(v,h) 2 Cy(v,h) — Cy(v,h) (42), we
conclude that a%u(v, v) exists.

Let 7 2 (=T,T) with T > 0 being an open set
such that the cumulative distribution function F(v,v) 2
Primaxi<p<x di(v) < w)} of the random variable
(maxi<wk<k di(v)) is continuously differentiable for any
v € T . Next we will show that

9 1

a—yu(v, v)= gLH%) E[E [rn(v,h,v + 8) —m(v,h,v)]

=Pr {1I§I}Ca§XK dip(v) > —1/} =1-F(v.—r).
(54

Forany v € 7 and v € V, define the random variable
X(8) 2 [m(v,h,v + 8) — m{v,h,)]/é, then we have the
following two facts:

1) The limit of X (4) exists and we have

%E}%XG)) = 1(771,-&-00) (1232(1{ dk:(v7 h)) ) (55)
with probability one.

2) X (&) is dominated by a constant C' > 0, i.e., | X (8)] < C,

where 0 < € < 0. This can be justified by

1
| X(6)] = 7 |m(v,h.v +6) — m(v,h,v)|
_1
6

where Q(v,h,v) = + maxi<r<x di(v,h) and the last

inequality is based on the fact |[z]" — [y]T| < |z — y|.
From the above two facts on the random variable X (§), by the
dominated convergence theorem to interchange an expectation
and the limit as § — 0, and together with [35, Proposition 1],
we have

64+ Q(v.h, )] = [Q(v.h, )| <1,

‘i?l,(v, v)= gl_r% E [X(6)] = E[lims—o X(8)]

ov
=& 1o (e

=1-F(v,—v). (56)
Therefore, we complete the proof by
. e 7 T .
inf fv.v) = Jiny = [u(v.») - u(v,0)]
d
= a—u(v7 0)=1-F(v,0)= f(v). (57)
14

APPENDIX C
PROOF OF LEMMA 2

It is well known that non-constant real-valued functions of
complex variables are not holomorphic (or C-differentiable)

[36]. Thus, the real-valued functions di(v,hg) in (12) are
not differentiable in the complex domain CNX (ie., with
respect to the complex vector v). Define a real-valued function
m(v,h,v) 2 maxi<k<r+1 9%(v,h, v), which is convex in
v. Although this function is not holomorphic in v, it can be
viewed as a function of both v and its complex conjugate
v*, ie, m(v,v* h v). It is easy to verify that the function
m(v,v*,h,v) is holomorphic in v for a fixed v* and is also
holomorphic in v* for a fixed v. Proving Lemma 2 is equivalent
to proving that the gradient of E[rn(v, h, v)] with respect to v*
exists and equals
Ve-E[m(v,h,v)] = E[Vy-m(v,h,v)]. (58)
Based on the chain rule [36], the complex gradient of the
function m(v, h, v/) with respect to v* exists and is given by

A Om(v,h,v)  Osp-(v,h,v)

vv"/ 7h' - ?
m(v, h,v) e e

(59)

with probability one, where k* = arg  max sg(v,h,v). It
1<k<K+1

is a vector operator and gives the direction of the steepest ascent
of a real scalar-valued function.

dm(v,h : Pspx(vhev) A
Denote W S [2m) ey and Zhew) ev) 2
[BSH Ji<i<ni, where v = [v1,v2,...,unKk], and define the

v
i

following complex random variable

e

Y (Av)) [ (v_i, v + Avf) —m(v_;,v])], (60)

1
At

where v_; £ [vi]rsi, Av} € C and m(v) 2 m(v,h,v) for
simplicity, then we have the following two facts on the random
variable Y (Av}):

1) The limit of Y/ (Awv}) exists and equals

ask*

lim Y (Av]) = Tt
v}

A?); — * (6 1)
with probability one.
2) The random variable is dominated by a random variable Z
with E[Z] < 4o0, i.e.,
Y (a0})| < Z, Vi, (62)
which can be verified by the following lemma.

Lemma 3: For any x,y € V), there exists a random variable
Z with E[Z] £ oo such that

|m(x,h,v) —m(y,h,v)| < Z||x — y|- (63)
Proof: As m(v) is convex in v, we have

m(x) >m(y) + 2{(Vy-m(y).x —y), (64)

m(y) 2 m(x) +2{Vy-m(x),y — x}. (65)

Based on the above two inequalities and by the Cauchy-Schwarz
inequality, we have

i) — )| <2 (e [ )] Ix- ¥ (69
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Furthermore, for 1 < k& < K, we have

2

Ve sl = (3

itk

1
(hkhg + —zhih?) Vi
Vi

2

< max ||v]| Z
ik

ik

1

(hk,h,'j + —thh?>
’yk

=7, (67)

where 77 is a random variable with E[7Z;] < +oc, and for

k = K + 1, we have
(K 2)5

=1
1 H

.
< max vl (Z
1<i<K ;

i=1

1
_Zhi h:‘ V;
%

IV a1 (V) =

[N

2)
where Z is a random variable with E[Z3] < +oc. Therefore,
letting Z 2 max{Zy, 72} with E[Z] < +00, we have

aé’k* (V)
ov*

(68)

Vysm(v) = <max{Z,Z2} = Z. (69)
According to (66) and (69), we have the inequality (63). ]

Based on the above two facts (61) and (62) on the random
variable Y (Aw}), and by the dominated convergence theorem
to interchange an expectation and the limit as Av; — 0 and [35,

Proposition 1], we have

. . aSk*
1 E[Y (AvH)]=E]| 1 Y (Av)| =E .
AJ}EO [V (Av?] [AL};EO (Av; )} { o} ]
(70)
Based on the fact
VyrE[m{v,h,v)] = { lim E[Y (sz*)]] 71)
Av;—0 1<i<NK

we get (58) and thus complete the proof.
APPENDIX D
PROOF OF THEOREM 3

For simplicity, we only consider the case with real variables
and functions. The extension to complex variables is straight-
forward. Specifically, define Dy = {v € V : f(v) < ¢} as the
feasible set of the SCB problem . 7scp. To ensure the existence
of the KKT paris for the SCB problem . 75¢p, we assume the
following constraint qualification [37, Corollary 6.15] for pro-
gram . 7ycp, i.€., for any feasible point v € Dy, A = 0 is the
only value that satisfies the following linear system:

AV f(Vv) e Mp(v), Alf(v)—¢€ =0 (72)
where A > 0, and Ay, (v) is the normal cone to the convex set
Vatv,ie.,

Mo(v) ={x[{x,y —=v) < 0,Vy € V}. (73)

With this constraint qualification, we have the KKT pairs
(v*, A*) [37, Corollary 6.15] for the SCB problem as

= [Vo fo(v*) + MV f(vh)] € My (v?)
Qo:q M[f(v)—¢ =0
A >0,vreV,

(74)

where fo(v) = ||v||? is the objective function of . 75¢p.
Similarly, let (v*, 5*, A*) be a KKT pair of the joint approx-
imation program . 7pc as follows

— AV fov*) + XV [u(v¥, 67) — e — u(v™, 0)]}
S ./V'V(V*),

Q9 — NV [u(v*, 5%)—r*e—u(v*,0)]} € N o0y (K*),
A u(v*, k) — k¥e —u(v*,0)] =0
AM>0,vieV k>0

In order to prove Theorem 3, we first prove the following
lemma illustrating the relationship between €2y and 2.

Lemma 4: Suppose that there exists (v, kU1 AUT) e Q,
such that (vl sl ALY —  (¥,0,)), then we have that
(\75\) e .

Proof: We only need to consider two cases in terms of Al
being zeros or not.

Case one: suppose there exists a subsequence {)\[M} of
{1} such that A* = 0,5 = 0,1,2,.... As A*¥]’s belong
to 2, we have —V, fo(vlkl) € Ay (vlEl), which implies that
—Vyfo(Vv) € Ny(¥), as i — oo. This indicates (v, 0) € £2.

Case two: suppose that A"l # 0, for sufficiently large 7. In
this case, we have V. [u(vl" k") — kl"le] = 0, as s" > 0
and NV(p 400y (5[") = 0. Based on (57), let n — oc such that
xl" = 0, we have

f(¥)—e=0. (75)

Furthermore, as k[ # 0, based on the KKT pairs in €2, we

have

, [n] [n]Y _ [n]
Voo (V[n]>_/\[n}ﬁ[n]{vv [u (v, kM) —u (v 70)]}

]

e Ny (v["]) . (76)
and
Al gl {V,;, [u (V[n},li[n]) — fi["‘]e}} =0. (77)
According to (56), we have
o ad
Il vl (7] L nl) — I [n] [n]
aHVvu(v K ) =V, (8,%“ (v K ))
— Y F (vW? ff#"l) .78
Therefore, we have
, [n] [n]y _ k]
lim Vet (v K ) Veu (v ,0)
n— oo ,k.‘['”]
= 7VVF(‘A/!O) = vvf({’)/ 79)
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where 7" € (0, k"), ¥n, due to the mean-value theorem.

Dividing both sides of (76) and (77) by A" &[], respectively,
letn — oo and suppose that Al k"] — 4oc, based on (75) and
(79), we have

SVLI(R) ENV(R), f(¥) —e=0. (80)

However, this contradicts the constraint qualification (72).
Therefore, we conclude that /}[”]fz[‘”] — +4o0c. We thus assume
that AlYkl"l — X\ with0 < A < 400. Let n — oo, based on
(75), (76), (77) and (79), we obtain

—{ Vo fo@) + AV} € M), Al - =0,
@81)
This indicates that (¥, ;\) € y. We thus complete the proof. B

Based on Lemma 4, we further investigate whether s con-
verges to zero. The answer is positive in most scenarios except
two special cases. Suppose that (¥, %) is a KKT point of the
problem .7pc. We consider two particular cases in terms of
whether the SCB program . 7g¢p attaining its optimal value at
the interior point or not.

Case one: When the SCB program . 75¢p attains the optimal
value at the interior point of its feasible region, then program
7scp also attains its optimal value at the interior point of its
feasible region based on Theorem 2. In this scenario, the DC
constraint in . 75¢p does not need to be tight. Thus, & is not
necessary to be zero and it has multiple choices, while (¥,0)
still belongs to €2g.

Case two: When all the optimal solutions of the SCB program
.7scp make the probability constraint tight. In this scenario, we
have [u(V, &) — fe] — u(¥,0) = 0. This reveals that x = O is a
minimizer of the function [u(¥, K) — re] with respect to &, i.e.,

Pr {1152(1( di(v,h) > ()} =, (82)
where the calculation is based on (54). On the other hand, as &
satisfies the KK T conditions of program . 7p¢, we have

Vi [u(¥, &) — ke] = 0. (83)
According to [38, Theorem 10] and [39, Appendix A4], the min-
imizer (i.e., & # O in (83)) of the function [u(¥, k) — re] with
respect to  satisfies

Pr{ max_dg(v,h) > —f%} <e (84)
1<k<K

Combining (82) and (84), we conclude that
Pr{imaxi<i<x dp(¥v,h) € (—£,0]} = 0. This implies

that the optimization variable « in . 7p¢ converges to zero, if
for any ¢ > 0, we have

Pr {12}1&ng di(¥.h) € [—e, ()]} # 0. (85)

From numerical examples in Section IV, we will demonstrate
that variable x will indeed converge to zero.

Finally, based on Lemma 4, we only need to prove that the se-
quence generated by the stochastic DC programming algorithm
converges to a KKT point of the program . 7p¢. This directly
follows [24, Property 3]. We thus complete the proof.

APPENDIX E
PROOF OF THEOREM 4

By [14, Theorem 7.50] and [24, Theorem 6], we have
that the SAA estimate I(v,s; vl kll) (33) converges to
I(v, &; vl kl71) uniformly on the convex compact set V with
probability one as M — +4oc, i.e.,

sup Z(V, K;Vm, fim) —1 (V, n;v[j], fim> ‘ — 0, M—+oc,

vey

(86)
with probability one. Furthermore, by [14, Theorem
55], we have Vi (vblsbly ——  vx~ll gy and
D(P3, (vl sl Px(vlil, k1)) — 0 with probability one as
M — +oc. Therefore, we complete the proof.

ACKNOWLEDGMENT

The authors would like to thank anonymous reviewers and
the associate editor for their constructive comments.

REFERENCES

[1] D. Gesbert, S. Hanly, H. Huang, S. Shamai Shitz, O. Simeone, and W.
Yu, “Multi-cell MIMO cooperative networks: A new look at interfer-
ence,” [EEE J. Sel. Areas Commun., vol. 28, pp. 1380-1408, Sep. 2010.

[2] M. K. Karakayali, G. J. Foschini, and R. A. Valenzuela, “Network co-
ordination for spectrally efficient communications in cellular systems,”
IEEE Wireless Commun., vol. 13, pp. 56-61, Aug. 2006.

[3] J. Zhang, R. Chen, J. G. Andrews, A. Ghosh, and R. W. Heath, “Net-
worked MIMO with clustered linear precoding,” IEEE Trans. Wireless
Commun., vol. 8, pp. 1910-1921, Apr. 2009.

[4] China Mobile, C-RAN: The road towards green RAN White Paper 3.0,
Dec. 2013.

[5] Y. Shi, J. Zhang, and K. B. Letaief, “Group sparse beamforming for
green Cloud-RAN,” [EEE Trans. Wireless Commun., vol. 13, pp.
2809-2823, May 2014.

[6] N. Jindal and A. Lozano, “A unified treatment of optimum pilot over-
head in multipath fading channels,” JEEE Trans. Commun., vol. 58, pp.
2939-2948, Oct. 2010.

[7] D.J. Love, R. W. Heath, V. K. Lau, D. Gesbert, B. D. Rao, and M. An-
drews, “An overview of limited feedback in wireless communication
systems,” I[EEE J. Sel. Areas Commun., vol. 26, pp. 1341-1365, Oct.
2008.

[8] M. A. Maddah-Ali and D. Tse, “Completely stale transmitter channel
state information is still very useful,” IEEE Trans. Inf. Theory, vol. 58,
pp. 4418-4431, Jul. 2012.

[9] J. Zhang, R. W. Heath, M. Kountouris, and J. G. Andrews, “Mode
switching for the multi-antenna broadcast channel based on delay and
channel quantization,” EURASIP J. Adv. Signal Process. (Special Issue
Multiuser Lim. Feedback), vol. 2009, p. 15, 2009, Article ID 802548.

[10] Y. Shi, J. Zhang, and K. Letaief, “CSI overhead reduction with sto-
chastic beamforming for cloud radio access networks,” in Proc. [EEE
Int. Conf. Commun. (ICC), Sydney, Australia, Jun. 2014.

[11] M. Razaviyayn, M. Sanjabi, and Z.-Q. Luo, “A stochastic successive
minimization method for nonsmooth nonconvex optimization with ap-
plications to transceiver design in wireless communication networks,”
2013, arXiv preprint arXiv:1307.4457 [Online]. Available: http://arxiv.
org/abs/1307.4457

[12] H. Dahrouj and W. Yu, “Coordinated beamforming for the multicell
multi-antenna wireless system,” IEEE Trans. Wireless Commun., vol.
9, pp. 1748-1759, Sep. 2010.

[13] A.Ben-Tal, L. El Ghaoui, and A. Nemirovski, Robust Optimization.
Princeton, NJ, USA: Princeton Univ. Press, 2009.

[14] A. Shapiro, D. Dentcheva, and A. P. Ruszczynski, Lectures on Sto-
chastic Programming: Modeling and Theory. Philadelphia, PA,
USA: SIAM, 2009, vol. 9.



SHI et al.: OPTIMAL STOCHASTIC COORDINATED BEAMFORMING FOR WIRELESS COOPERATIVE NETWORKS WITH CSI UNCERTAINTY 973

[15] E. Bjornson, G. Zheng, M. Bengtsson, and B. Ottersten, “Robust
monotonic optimization framework for multicell MISO systems,”
IEEE Trans. Signal Process., vol. 60, pp. 2508-2523, May 2012.

[16] D. Bertsimas, D. B. Brown, and C. Caramanis, “Theory and applica-
tions of robust optimization,” SIAM Rev., vol. 53, pp. 464501, Aug.
2011.

[17] A.B. Gershman, N. D. Sidiropoulos, S. Shahbazpanahi, M. Bengtsson,
and B. Ottersten, “Convex optimization-based beamforming: From re-
ceive to transmit and network designs,” IEEE Signal Process. Mag.,
vol. 27, no. 3, pp. 62-75, 2010.

[18] E. Bjornson and E. Jorswieck, “Optimal resource allocation in coordi-
nated multi-cell systems,” Found. Trends Commun. Inf. Theory, vol. 9,
pp. 113-381, Jan. 2013.

[19] W.-L. Li, Y. J. Zhang, A.-C. So, and M. Z. Win, “Slow adaptive
OFDMA systems through chance constrained programming,” /EEE
Trans. Signal Process., vol. 58, pp. 3858-3869, Jul. 2010.

[20] A.M.-C.SoandY.J. A. Zhang, “Distributionally robust slow adaptive
OFDMA with soft QoS via linear programming,” /[EEE J. Sel. Areas
Commun., vol. 31, pp. 947-958, May 2013.

[21] V. Lau, F. Zhang, and Y. Cui, “Low complexity delay-constrained
beamforming for multi-user MIMO systems with imperfect CSIT,”
IEEE Trans. Signal Process., vol. 61, pp. 4090-4099, Aug. 2013.

[22] W. Xu, A. Tajer, X. Wang, and S. Alshomrani, “Power allocation in
MISO interference channels with stochastic CSIT,” IEEE Trans. Wire-
less Commun., vol. 13, pp. 1716—1727, Mar. 2014.

[23] K.-Y. Wang, T.-H. Chang, W.-K. Ma, A.-C. So, and C.-Y. Chi, “Prob-
abilistic SINR constrained robust transmit beamforming: A Bernstein-
type inequality based conservative approach,” in Proc. IEEE Int. Conf.
Speech Signal Process. (ICASSP), May 2011, pp. 3080-3083.

[24] L.J.Hong, Y. Yang, and L. Zhang, “Sequential convex approximations
to joint chance constrained programs: A Monte Carlo approach,” Oper.
Res., vol. 59, pp. 617-630, May—Jun. 2011.

[25] M. C. Campi and S. Garatti, “The exact feasibility of randomized so-
lutions of uncertain convex programs,” SIAM J. Optim., vol. 19, no. 3,
pp. 1211-1230, 2008.

[26] A. Nemirovski and A. Shapiro, “Convex approximations of chance
constrained programs,” SIAM J. Optim., vol. 17, no. 4, pp. 969-996,
2006.

[27] M. Razaviyayn, M. Hong, and Z.-Q. Luo, “A unified convergence anal-
ysis of block successive minimization methods for nonsmooth opti-
mization,” SIAM J. Optim., vol. 23, no. 2, pp. 1126-1153,2013.

[28] R. T. Rockafellar and S. Uryasev, “Optimization of conditional
value-at-risk,” J. Risk, vol. 2, pp. 21-42, 2000.

[29] B. Nosrat-Makouei, J. G. Andrews, and R. W. Heath, “MIMO inter-
ference alignment over correlated channels with imperfect CSL,” [EEE
Trans. Signal Process., vol. 59, no. 6, pp. 2783-2794, 2011.

[30] R. Horst and N. V. Thoai, “DC programming: Overview,” J. Optim.
Theory Appl., vol. 103, pp. 1-43, Oct. 1999.

[31] S. P.Boyd and L. Vandenberghe, Convex Optimization.
U.K.: Cambridge Univ. Press, 2004.

[32] Y. Nesterov, A. Nemirovskii, and Y. Ye, Interior-Point Polynomial
Algorithms in Convex Programming. Philadelphia, PA, USA: SIAM,
1994, vol. 13.

[33] S.Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed op-
timization and statistical learning via the alternating direction method
of multipliers,” Found. Trends Mach. Learn., vol. 3, pp. 1-122, Jul.
2011.

[34] E. Delage and Y. Ye, “Distributionally robust optimization under
moment uncertainty with application to data-driven problems,” Oper.
Res., vol. 58, pp. 595-612, May—Jun. 2010.

[35] M. Broadie and P. Glasserman, “Estimating security price derivatives
using simulation,” Manage. Sci., vol. 42, pp. 269-285, Feb. 1996.

[36] A. Hjerungnes, Complex-Valued Matrix Derivatives: With Applica-
tions in Signal Processing and Communications. Cambridge, U.K.:
Cambridge Univ. Press, 2011.

[37] R.T.Rockafellar and R. J.-B. Wets, Variational Analysis.
NY, USA: Springer, 1998, vol. 317.

[38] R. T. Rockafellar and S. Uryasev, “Conditional value-at-risk for gen-
eral loss distributions,” J. Banking Fin., vol. 26, no. 7, pp. 1443-1471,
2002.

[39] Z. Hu, L. J. Hong, and L. Zhang, “A smooth monte carlo approach
to joint chance-constrained programs,” /IE Trans., vol. 45, no. 7, pp.
716-735, 2013.

Cambridge,

New York,

Yuanming Shi (S°13) received his B.S. degree
in Electronic Engineering from Tsinghua Uni-
versity, Beijing, China, in 2011. He is currently
working towards the Ph.D. degree in the Department
of Electronic and Computer Engineering at the
Hong Kong University of Science and Technology
(HKUST). His research interests include large-scale
optimization and analysis, stochastic optimization,
high-dimensional statistics, and wireless networking.

Jun Zhang (S’06-M’10) received the B.Eng. degree
in Electronic Engineering from the University of Sci-
ence and Technology of China in 2004, the M.Phil.
degree in Information Engineering from the Chinese
University of Hong Kong in 2006, and the Ph.D. de-
gree in Electrical and Computer Engineering from
the University of Texas at Austin in 2009. He is cur-
rently a Research Assistant Professor in the Depart-
ment of Electronic and Computer Engineering at the
Hong Kong University of Science and Technology
(HKUST). Dr. Zhang co-authored the book Funda-
mentals of LTE (Prentice-Hall, 2010). He received the 2014 Best Paper Award
for the EURASIP Journal on Advances in Signal Processing, and the PIMRC
2014 Best Paper Award. He served as a MAC track co-chair for IEEE WCNC
2011. His research interests include wireless communications and networking,
green communications, and signal processing.

Khaled B. Letaief (S’85-M’86-SM’97-F’03)
received the BS degree with distinction in Electrical
Engineering (1984) from Purdue University, USA.
He has also received the MS and Ph.D. Degrees in
Electrical Engineering from Purdue University in
1986 and 1990, respectively.

From January 1985 and as a Graduate Instructor
at Purdue, he has taught courses in communications
and electronics. From 1990 to 1993, he was a faculty
member at the University of Melbourne, Australia.
Since 1993, he has been with the Hong Kong Uni-
versity of Science and Technology (HKUST) where he is currently Chair Pro-
fessor and the Dean of Engineering with expertise in wireless communications
and networks. In these areas, he has over 500 journal and conference papers
and given invited keynote talks as well as courses all over the world. He has 13
patents including 11 US patents.

Dr. Letaief served as consultants for different organizations and is
the founding Editor-in-Chief of the IEEE TRANSACTIONS ON WIRELESS
COMMUNICATIONS. He has served on the editorial board of other pres-
tigious journals including the IEEE JOURNAL ON SELECTED AREAS IN
COMMUNICATIONS-WIRELESS SERIES (as Editor-in-Chief). He has been in-
volved in organizing a number of major international conferences. These
include WCNC’07 in Hong Kong; ICC’08 in Beijing; ICC’10 in Cape Town,
TTM’11 in Hong Kong, and ICCC’12 in Beijing.

Professor Letaief has been a dedicated teacher committed to excellence in
teaching and scholarship. He received the Mangoon Teaching Award from
Purdue University in 1990; HKUST Engineering Teaching Excellence Award;
and Michael Gale Medal for Distinguished Teaching (Highest university-wide
teaching award at HKUST). He is also the recipient of many other distinguished
awards including 2007 IEEE Communications Society Publications Exemplary
Award; 2009 IEEE Marconi Prize Award in Wireless Communications; 2010
Purdue University Outstanding Electrical and Computer Engineer Award; 2011
IEEE Communications Society Harold Sobol Award; 2011 IEEE Wireless
Communications Technical Committee Recognition Award; and 12 IEEE Best
Paper Awards.

Dr. Letaief'is a Fellow of IEEE and a Fellow of HKIE. He served as an elected
member of the IEEE Communications Society (ComSoc) Board of Governors,
IEEE Distinguished lecturer, IEEE ComSoc Treasurer, and IEEE ComSoc Vice-
President for Conferences.

He is currently serving as IEEE ComSoc Vice-President for Technical Activi-
ties, member of the IEEE Product Services and Publications Board, and member
of the IEEE Fellow Committee. He is also recognized by Thomson Reuters as
an ISI Highly Cited Researcher.

A



